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A new first-order procedure for locating transition structures (TS) that employs hybrid quantum mechanical/
molecular mechanical (QM/MM) potentials has been developed. This new technique (RPATh+RESD)
combines the replica path method (RPATh) and standard reaction coordinate driving (RCD) techniques in an
approach that both efficiently determines reaction barriers and successfully eliminates two key weaknesses
of RCD calculations (i.e., hysteresis/discontinuities in the path and the sequential nature of the RCD procedure).
In addition, we have extended CHARMM’s QM/MM reaction pathway methods, the RPATh and nudged
elastic band (NEB) methods, to incorporate SCC-DFTB wave functions. This newly added functionality has
been applied to the chorismate mutase-catalyzed interconversion of chorismate to prephenate, which is a key
step in the shikimate pathway of bacteria, fungi, and other higher plants. The RPATh+RESD barrier height
(∆Eq ) 5.7 kcal/mol) is in good agreement with previous results from full-energy surface mapping studies
(Zhang, X.; Zhang, X.; Bruice, T. C.Biochemistry2005, 44, 10443-10448). Full reaction paths were
independently mapped with RPATh and NEB methods and showed good agreement with the final transition
state from the RPATh+RESD “gold standard” and previous high-level QM/MM transition states (Woodcock,
H. L.; Hodošček, M.; Gilbert, T. B.; Gill, P. M. W.; Schaefer, H. F.; Brooks, B. R.J. Comput. Chem.2007,
28, 1485-1502). The SCC-DFTB TS geometry most closely approximates the MP2/6-31+G(d) QM/MM
result. However, the barrier height is underestimated and possibly points to an area for improvement in SCC-
DFTB parametrization. In addition, the steepest descents (SD) minimizer for the NEB method was modified
to uncouple the in-path and off-path degrees of freedom during the minimization, which significantly improved
performance. The convergence behavior of the RPATh and NEB was examined for SCC-DFTB wave functions,
and it was determined that, in general, both methods converge at about the same rate, although the techniques
used for convergence may be different. For instance, RPATh can effectively use the adopted basis Newton-
Raphson (ABNR) minimizer, where NEB seems to require a combination of SD and ABNR.

1. Introduction

Modeling and characterizing detailed mechanisms of chemical
and biochemical (e.g., enzymatically catalyzed) processes is a
rapidly expanding area of computational chemistry and biology.
Due to the size and complexity of the systems of interest coupled
with hardware and software constraints, computational modeling
of biological processes has typically been carried out via
classical methods (i.e., molecular mechanics, MM). Still, many
approximations are needed to compute enzymatic processes at
more rigorous levels of theory; for example, ab initio quantum
mechanical (QM) methods, which scale asN3 or worse, where
N is the number of basis functions, are still too expensive to
completely describe biological systems.3 Although much effort
has been put into linear-scaling ab initio methodology,4-8 the
use of hybrid methods (e.g., quantum mechanical/molecular
mechanical, QM/MM) is the direction in which the field has
progressed most rapidly.9-13

Despite the advances that have been made in ab initio
methodology and the widespread use of AM1,14 PM3 (and later
PM5),15-17 and MNDO18-23 methods, efforts to find more
accurate and more efficient semiempirical QM methods (SEQM)

have continued. These have largely been driven by the three
factors, (1) the need for sampling and characterization of
dynamic properties such as free energy (∆G),24-27 (2) the desire
to study larger and larger systems, which has particularly
become important as computational biology has gained in
prominence,28,29 and (3) improved accuracy of SEQM, which
has been deemed essential as the failures of SEQM theories
have been well documented.11,30-32 Highlights of the continued
efforts to improve SEQM methodology include the following:

1. The addition of orthogonalization corrections into the
neglect of diatomic differential overlap (NDDO). These re-
parameterizations have led to the development of the orthogo-
nalization models (OM1 and OM2), which have been shown
to yield better descriptions of conformational properties than
typical NDDO approaches.33

2. The definition of the pairwise distance-directed Gaussian
function (PDDG),34 which was put forth as a three-pronged
approach, (1) a single function should be added to PM3 and
MNDO pairwise core repulsion interactions, (2) a reparameter-
ization of the standard SEQM parameters, and (3) a modification
to the computation of gaseous atom energy of formations.
Results from the PDDG improvements are shown to compare
favorably with experiments and density functional theory (DFT)
calculations.
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3. Development of the self-consistent-charge density func-
tional tight binding (SCC-DFTB) method as a second-order
expansion of the Kohn-Sham energy function with respect to
charge density variations.35 This approach has been shown to
improve transferability of parameters and, in general, to be more
accurate than AM1 and PM3 for biological applications.36 In
addition, the cost of the computations are not significantly
increased when compared to AM1 and PM3.

A major focus of the work presented here is the extension of
CHARMM’s currently supported reaction path mapping meth-
ods to function with the QM/MM capability of SCC-DFTB. In
general, reaction mapping methods fall into three categories.

1. Eigenvector-following methods: The most popular of this
class of methods is the intrinsic reaction coordinate (IRC)
method.37,38The IRC method requires a known transition state
and employs internal coordinates to map the steepest descents
or minimum energy pathway (MEP) that connects reactants and
products. However, these methods are typically not applied to
high dimensional systems (i.e., proteins) due to the cost of
coordinate transformations (scales as N3) and the ambiguous
definition of internal coordinates in very large systems (1000
> degrees of freedom).

2. Forced transition or reaction coordinate driving method
(RCD): This method involves predefining a chemically relevant
reaction coordinate and constraining/restraining that coordinate
as the reaction is gradually “forced” to occur. In a chemical
sense, this is a logical way to approach a problem. However,
there are three major drawbacks that prevent this from being a
panacea. (a) The definition of a reaction coordinate can be
problematic in many cases and impossible in some. The choice
of reaction coordinate is extremely important! If chosen
unwisely, the results of all further work can be significantly
biased and, in many cases, worthless. (b) The portions of the
system that are not directly involved in the reaction can
experience hysteresis effects (i.e., discontinuities). For example,
one can easily imagine the breaking of hydrogen bonds far away
from the reactive center of an enzymatically catalyzed reaction.
These changes would have a rather large effect on the total
energy of the system but an insignificant effect on the actual
reaction occurring. Currently, this problem is most often resolved
by making multiple passes along the reaction coordinate of
choice and iterating until self-consistency is reached; this is a
rather inefficient process. (c) The uncoupled nature of this
approach leaves much to be desired with respect to computa-
tional efficiency. Typically, a single point on the pathway is
optimized until some convergence criteria is reached and then
is propagated and used as the starting point of the next step in
the path. This, by its very nature, is sequential and inefficient.

3. Chain-of-replica methods:39-45 These methods involve
discritizing a (bio)chemical reaction by defining points (replicas)
along the path as intermediate steps between the reactant and
product. A target function (typically energy) for the entire
pathway is then minimized, governed by various restraints/
constraints (e.g., replica distance, angle). The result, once the
pathway is fully relaxed, is a MEP or approximate MEP. The
chain-of-replica class methods have two key benefits over
reaction coordinate driving. The first is the elimination of bias
in choosing a reaction coordinate. For example, the replica path
method uses root-mean-square distance (rmsd) changes to define
the distance between points. This allows for “global” pathway
motion to define a reaction path rather than relaying on a
combination of distances. The second big advantage is formula-
tion of these methods, which are easily translated to efficient
parallel computations using modern Beowulf clusters and even

grid environments. In addition, when coupling these reaction
path methods to QM/MM theory, one can make further use of
parallel computing by taking advantage of the dual parallelism
that exists, where the QM code runs in parallel while sitting on
top of the parallel reaction path algorithms. A sub category of
this class of methods could be deemed “interpolation methods”.
An example of this is the conjugate peak refinement (CPR)
technique, as implemented in the TRAVel and TREK modules
of CHARMM.46,47The CPR method uses an interpolation-based
scheme and refines previously guessed pathways via an iterative
approach that is able to add points to the pathway to avoid high-
energy regions. Although this method removes the predetermi-
nation of reaction coordinate, thereby overcoming one weakness
of RCD, it does not fully take advantage of the parallel/parallel
nature of previously mentioned chain-of-replica methods.

The following section (Methods) briefly reviews the RPATh
and NEB methods. In addition, the details of a novel application
of reaction coordinate driving (via distance restraints) and the
RPATh method will be presented. Section 3 (Discussion) details
the application of SCC-DFTB-based QM/MM RPATh and NEB
calculations to map the chorismate mutase-catalyzed Claisen
rearrangement of chorismate to prephenate. Results are com-
pared to those from the novel RPATh/RCD calculations and
analyzed in terms of transition-state geometry,∆Eq, and
methodological convergence. Section 4 presents the Concluding
Remarks.

2. Computational Methodology

All QM/MM calculations were carried out with the CHARMM
(c34a1) program for macromolecular simulations.46 The QM
method used throughout the current work is the self-consistent-
charge density functional tight binding method (SCC-DFTB),35,36

unless otherwise noted. The chorismate mutase reactant and
product structures used in the current work were taken from
our previous study on this system, which initially employed the
1COM structure.39,48 All initial chorismate mutase pathways
consisted of 21 replicas and were generated via a linear
interpolation of Cartesian coordinates to better test the conver-
gence behavior of the RPATh and NEB methods. However,
we have developed the CHARMM scripts necessary to generate
segmented paths using a guess transition structure, which would
likely lead to significant computational savings in most cases
(scripts are available upon request). All pathway calculations
were converged to at least 0.002 kcal/mol/Å in a total pathway
root-mean-squared gradient (GRMS), projected out net transla-
tions and rotations, and employed both the MASS and WEIGht
keywords. All NEB calculations usedKrms ) 1000.0 kcal/mol/
Å2, Kmax ) 0.0 kcal/mol/Å2, Kangle ) 0.0 kcal/mol/Å2, and
COSMAX ) 0.96 radian. All full RPATh calculations usedKrms

) 2000.0 kcal/mol/Å2, Kmax ) 2000.0 kcal/mol/Å2, rmax ) 0.025
Å, Kangle ) 100.0 kcal/mol/Å2, and COSMAX) 0.96 radian.
We will now briefly review the theoretical basis of the RPATh
and NEB methods and introduce the novel RPATh+RESD
procedure.

2.1. Replica Path Method.The replica path method is an
extension of the self-penalty walk method of Elber and
co-workers.49-51 However, the RPATh method has the advan-
tage of allowing users to select only a subsection of atoms that
define the pathway of interest.39 Furthermore, users can treat
the entire or a smaller portion of the subsection quantum
mechanically with an array of ab initio packages.2,52-54 For
example, the substrate of chorismate mutase and a buffer region
of 6 Å was chosen to define our path, with the chorismate/
prephenate being defined as the QM region and the remainder
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of the system treated as a molecular bath. The RPATh method
consists of two major restraint terms. With the distance restraint,
a force constant is used to restrain the distances between adjacent
pathway points. This effectively keeps the path smooth and
evenly spaced

whererj is the average step length andN is the number of points
along the pathway. The best choice ofKrms is one that limits
the variation of the pathway step to 10-15% and prevents
vibrational frequencies of over 3000 cm-1. With angle restraints,
a force constant is used to restrain the angle between adjacent
and next adjacent pathway points (i, i ( 1, i ( 2)

whereθ is the deviation from linearity. In general, we have
found that choosing aKangle value that is too large can
significantly damage the performance of the ABNR minimizer,
as high-frequency modes can be artificially introduced. We
recommend aKangle value in the range of 100-500 kcal/mol/
Å2, depending on the flexibility and desired smoothness of the
pathway. COSMAX should typically be in the 0.90-0.98 range,
with 0.98 restraining the path to be rather stiff and 0.90 allowing
for much more flexibility.

2.2. Nudged Elastic Band Method.Recently, a superlinear
minimization scheme40 for the nudged elastic band method
(NEB)55-57 was implemented in CHARMM. The NEB method,
which determines minimum energy pathways (MEP), is fun-
damentally governed by the definition of the force acting on
each replica

wherek is a spring constant,τ̂| is the pathway tangent vector,
and

is defined as the projection of the perpendicular component of
∇VB(Ri) and the parallel component of the spring force. The
newly introduced minimization algorithm is based upon
CHARMM’s ABNR minimizer. During the minimization, each
ABNR step is performed self-consistently in a user-defined
subspace. The new superlinear minimization scheme for NEB
has been shown to be much more efficient than the standard
method of quenched molecular dynamics minimization. In
addition, the NEB method with improved minimizer is also able
to take advantage of CHARMM’s root-mean-squared (rms) best-
fit pathway definitions and employ its flexible weighting options.

This gives the user the ability to account for mobile solvent
effects while using a finite number of replicas. Since the NEB
implementation is coupled to the replica code, CHARMM’s
parallel/parallel QM/MM pathway functionality can efficiently
be employed to examine bond making and bond breaking
processes.2,40 Overall, application of the improved NEB force
projection procedures, flexible pathway definitions (in rms best-
fit space), and the superlinear minimization algorithm affords
users a framework to aid in the examination of complicated
transition processes in biological systems.

2.3. Replica Path Method+ RESDistance.The RESD-
istance facility in CHARMM allows the general definition and
restraint of a linear combination of distances. This restraint term
has been added to the energy function to allow for searching of
user-specified reaction coordinates (i.e., reaction coordinate
driving, RCD)

whereEval is the exponent used on the restraint function,Kval

(set to 1500 kcal/mol/Å2 for the current work) is the force
constant used to restrain the distances,Ival is the exponent on
the individual distances (all set to 1.0 for the current work),
andK1, K2, ...,Kn are the scale factors used to assign the linear
combination. For example, in the current work, two distances
were used to define a linear combination

resulting in aDref defined as

Once an appropriate distance metric is determined, a three-
step replica path is constructed, with point 1 being defined as
the reactant, point 3 defined as the product, and point 2 being
constructed as a guess at the transition structure (TS). Our
current experience has shown us that Hammond’s Postulate can
be utilized to great effect when constructing the initial guess of
the TS and can save significant time in the overall pathway
minimization. The application of RPATh+RESD is straight
forward and proceeds in six steps. These are as follows: (1)
set all pathway restraints to be 0.0 (i.e.,Krms andKangle) in the
RPATh command, making sure to turn on rotation and transla-
tion projections; (2) set the initialδ value for the guess transition
structure; (3) invoke the QM/MM RPATh command as directed
in the CHARMM documentation (i.e., replica.doc), taking note
that this is a parallel calculation with a requirement being that
the number of processors must equal to an integer multiple of
the number of pathway points (vide infra) (4) once the initial
three-point calculation has converged, print the energy and force
of the restraint function toward the end of the output file. At
this point, a newδ value can be computed using the aforemen-
tioned information and Newton’s Method

(5) adjust theδ value and perform a new QM/MM RPATh
minimization; and (6) once the second round of minimization
is completed, compute a newδ using the first-order Newton
Method or use the following second-order Newton Method

Erms ) ∑
i)1

N 1

2
Krms(ri - rj)2 (1)

ri ) RMSdbestfit(i,i + 1) (2)

rj ) ∑
i)1

N ri

N
(3)

Eangle) ∑
i)1

N 1

2
Kangle(COSMAX - cos(θ)i)

2

COSMAX > cos(θ)i

Eangle) 0 COSMAX < cos(θ)i (4)

FBi
0 ) -∇VB(RBi)|⊥ + FBi

S‚τ̂|τ̂| (5)

FBi
S ) ki+1(RBi+1 + RBi) - ki(RBi + RBi-1) (6)

∇VB(RBi)|⊥ ) ∇VB(RBi) - ∇VB(RBi)‚τ|τ| (7)

ERESD) 1
Eval

‚Kval‚Dref
Eval (8)

Dref ) (K1R1
Ival + K2R2

Ival + ... + KnRn
Ival) - Rval (9)

δ ) dC1-C9
- dC3-O7

(10)

Dref ) ((1.0‚dC1-C9
) + (-1.0‚dC3-O7

)) - Rval (11)

δ2 ) δ1 -
E(δ1)

∂E1/∂δ1
(12)
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formula that takes into account information from both minimi-
zations and appears to be generally faster at converging to the
transition structure

Given the fact that the restraint energy is fit to a quadratic
function (eq 13), this approach should converge nearly qua-
dratically. Although this method retains the weakness of
predefining a reaction coordinate, there are two fundamental
improvements, (1) hysteresis effects that are commonly en-
countered with the RCD method are eliminated due to the way
RPATh handles interactions not explicitly defined as part of
the pathway (see Section 2.1), and (2) the combination of
RPATh+RESD eliminates the sequential nature of coordinate
driving by utilizing the parallel implementation of the replica
path method. If using SCC-DFTB, which is not parallelized,
each point (i.e., QM/MM replica calculations) must be run on
only one processor (e.g., 3 points) 3 processors), as compared
to ab initio packages that can take advantage of the parallel/
parallel nature of the replica path method and efficiently employ
24 or more processors to examine a three-step path (i.e.,X‚n
processors can be used whereX ) 1, 2, 4, 8, ... andn ) is the
number of pathway points, 3 in the case of RPATh+RESD).

3. Discussion

The chorismate mutase-catalyzed Claisen rearrangement has
been the focus of numerous experimental and computational
studies.48,58-64 Scientists are interested in this pathway largely
because of the role it plays in the shikimate pathway of bacteria,
fungi, and other higher plants. This pathway is the first
committed step in the biosynthesis of the aromatic amino acids
phenylalanine and tyrosine and thus has been suggested as a
possible antimicrobial and antifungal target.65,66 However,

chorismate mutase is also of interest because it is one of the
only known enzymes to catalyze a pericyclic rearrangement.67

A more recent point of emphasis has been the role this
reaction plays in benchmarking QM/MM methodology. As a
test case for the current reaction pathway mapping methods,
we computed the activation and reaction energies of theBacillus
subtilis-catalyzed Claisen rearrangement of chorismate to
prephenate. This was done with the RPATh+RESD method,
which served as a “gold standard” for which to compare the
full RPATh and NEB calculations. We also examined the
geometries of the transition-state analogue (TSA), comparing
these with the standard from the RPATh+RESD path and
previously published results (Table 1).

The pathway was defined to be the substrate (chorismate/
prephenate) with a 6 Åbuffer region. We next constructed the
RPATh+RESD pathway by defining the reactants and products
as an initial two-step pathway with no restraints. This allowed
us to exhaustively minimize the endpoints and establish a
reaction energy (∆E) of approximately-22.0 kcal/mol, which
was in good agreement with both B3LYP and MP2 QM/MM
results of-19.5 and-23.1 kcal/mol, respectively (Figure 1).
The endpoints obtained from this calculation were used to
generate all paths via linear interpolation of Cartesian coordi-
nates and were fixed at their minimized geometries for all
additional calculations. All fully mapped pathways consisted
of the reaction being discritized into 21 steps (each QM/MM
calculation was run on a separate processor of LoBoS, http://
www.lobos.nih.gov), which is consistent with our previous
study.39

We next began the RPATh+RESD procedure by adding an
additional point (i.e., the transition structure guess) to our initial
two-step pathway and usingδ ) 0.59 Å, the B3LYP/6-31+G-
(d)/CHARMM result previously determined.2 The initialδ value
turned out to be nearly 20% larger than the final SCC-DFTB
result and was a good test for convergence of the procedure.

TABLE 1: QM/MM Activation ( ∆Eq) Energies and Transition-State Geometrical Parameters (See Figure 2) for the Chorismate
Mutase-Catalyzed Claisen Rearrangementa

pathway method minimization details ∆Eq dC1-C9 dC3-O7

RPATh 1000 ABNR 5.8 2.42 1.81
RPATh 1000 SD 7.0 2.38 1.91
RPATh 500 SD+ 500 ABNR 5.8 2.43 1.81
RPATh 500 SD+ 500 SD 6.6 2.39 1.90
RPATh 750 ABNR 5.8 2.42 1.81
RPATh 750 SD 6.9 2.37 1.90
RPATh 250 SD+ 500 ABNR 5.9 2.42 1.81
RPATh 500 ABNR 6.0 2.31 1.92
RPATh 500 SD 7.2 2.40 1.90
NEB 1000 ABNR 7.5 2.45 1.95
NEB 1000 SD 6.3 2.37 1.92
NEB 500 SD+ 500 ABNR 6.1 2.33 1.88
NEB 500 SD+ 500 CIMG 6.3 2.37 1.88
NEB 500 SD+ 500 SD 6.3 2.32 1.88
NEB 750 ABNR 7.6 2.45 1.95
NEB 750 SD 6.3 2.42 1.83
NEB 250 SD+ 500 ABNR 6.0 2.36 1.84
NEB 500 SD+ 250 CIMG 6.5 2.38 1.89
NEB 500 ABNR 7.6 2.45 1.95
NEB 500 SD 6.7 2.44 1.86
NEB 250 SD+ 250 CIMG 7.3 2.41 1.89
RPATh+RESD SCC-DFTB/CHARMM 5.7 2.34 1.86
RPATh+RESD2 HF/6-31+G(d)/CHARMM 26.2 2.68 2.20
RPATh+RESD2 B3LYP/6-31+G(d)/CHARMM 9.0 2.72 2.13
RPATh+RESD2 MP2/6-31+G(d)/CHARMM 8.2 2.41 1.92
RCD1 SCC-DFTB QM/MM 6.1 2.32 1.90
experimental48 12.7( 0.4

a All results are SCC-DFTB QM/MM-based unless otherwise noted. All energies are reported in kilocalories per mole, and all distances are in
angstroms.

δ3 )
(∂E2/∂δ2)‚δ1 - (∂E1/∂δ1)‚δ2

∂E2/∂δ2 - ∂E1/∂δ1
(13)
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The first-order newton approximation was employed to generate
a guess forδ2 (eq 12), and the pathway was reoptimized. Using
the restraint forces from the first two steps of the optimization
procedure, we computedδ3 from the second-order Newton
approximation (eq 13). The final pathway was solved in four
iterations, with each successive QM/MM calculation minimizing
more quickly. The optimized path yieldedδ ) 0.49 Å (dC1-C9

) 2.34 Å anddC3-O7 ) 1.81 Å) and a∆Eq of 5.7 kcal/mol.
Although this procedure is iterative and still somewhat sequen-
tial, the overall computational time required to find the correct
transition structure is reduced dramatically compared to per-
forming a full RCD procedure.

We also examined key geometrical features of the active site.
This was done by analyzing four hydrogen-bonding distances
that have been determined to be critical for the transition-state
stabilization, one from Arg7 and three from Arg90 (Figure 2).68

Using these four distances, we computed root-mean-square
deviations (rmsd) between the SCC-DFTB-optimized transition
structure and the HF, B3LYP, and MP2 QM/MM results. This
resulted in variations of 0.06, 0.04, and 0.03 Å, respectively.
Although these differences are small, it is clear that SCC-DFTB
is doing a good job of reproducing the MP2/6-31+G(d) QM/
MM active site geometry, with the HF/6-31+G(d) result being
twice the rmsd.

Results were compared to a recent study by Zhang, Zhang,
and Bruice, which mapped out the full SCC-DFTB QM/MM
surface using the RCD method and arrived at a final∆Eq of
6.1 kcal/mol anddC1-O9 ) 2.32 Å anddC3-O7 ) 1.90 Å, which
are in good agreement with the RPATh+RESD result.1 The
slight differences in the barrier between the Zhang et al. study
and the current work can likely be attributed to small variations
in the reactant structure (dC1-O9 ) 2.80 Å anddC3-O7 ) 1.53
Å). Full reactant and TS active site comparisons could not be

carried out with the geometrical parameters listed in their
published work.

We considered the role of ARG 63 in the catalytic process.
We specifically examined if the reaction was facilitated by direct
hydrogen bonding of ARG 63 to the substrate. ARG 63 has
been suggested to play an important role1,27,68or an ambiguous
role in catalysis.69 Note that in published crystal structures
(1COM,2CHT),48,70 ARG 63 is bound to the substrate in only
∼1/3 of the resolved active sites. In the remaining, it is solvent
exposed. Ignoring crystal packing effects, this ratio of active
site conformations corresponds to an approximately 1 kcal/mol
free-energy penalty for burying the ARG 63 in the active site.
Modeling of ARG 63 bound to the substrate is illustrated in
Figure 3. The bound state was modeled in addition to the
unbound ARG 63 state (Figure 2), where the residue was solvent
exposed. Mapping both reaction paths with the RPATh+RESD
resulted in nearly identical barrier heights, with∆Eq of the bound
ARG 63 state being 6.0 kcal/mol as compared to 5.7 kcal/mol
in the unbound case, both of which are in agreement with the
Zhang et al. study of 6.1 kcal/mol. Although hydrogen bonding
ARG 63 directly to the substrate is enthalpically favored (here
by roughly 12 kcal/mol), there is little evidence that this residue
plays an important catalytic role since all three states (reactant,
transition state, and product) are similarly effected. Without
additional evidence that there is a free-energy penalty for ARG
63 to be solvent exposed during the reaction, we cannot conclude
that ARG 63 plays an important catalytic role.

We employed the adopted basis Newton-Raphson (ABNR),
the steepest descents (SD), and the NEB climbing image
(CIMG) minimizers that are available in CHARMM to system-
atically explore the chorismate mutase-catalyzed reaction. For
all RPATh and NEB full pathway calculations, we applied
standard mass weights to the defined path (the substrate and

Figure 1. Illustrations of reaction energetics computed with RPATh+RESD.
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buffer region) and double mass weights to the five atoms
participating most critically in the chemical reaction (C1, C9,
C3, O7, and C8; Figure 2). The RPATh method was employed
with the ABNR and SD minimizers and combinations of the
two. For the RPATh method, we observed very little benefit
from using the SD minimizer. For example, the 250 SD+ 500
ABNR minimization yielded nearly identical results, in terms
of barrier and geometry, as those from employing ABNR alone
for 750 steps. Although these results show SD minimizations
as being unnecessary, it is likely that at least a few steps will
help to remove bad contacts and speed overall convergence.
This could be especially useful if the initial guess path is poorly
constructed. Using the same four distance metrics as done
previously, we looked at the rmsd’s of the RPATh results.
Minimization employing the RPATh method for 1000 steps with
ABNR yielded rmsd’s of 0.01 Å with respect to the RPATh+
RESD “standard” and 0.07, 0.04, and 0.03 Å with respect to
HF, B3LYP, and MP2 QM/MM.

In contrast to the SD behavior in the RPATh test case, we
observed significant benefit from employing the SD minimizer
when using the NEB method. The original NEB SD minimizer
had both the parallel and perpendicular forces coupled and
minimized both simultaneously. This, however, could present
a problem if one degree of freedom is stiff (e.g., in path forces
or distance between replicas) and is thus minimized very quickly
and the other is more floppy (e.g., off-path forces like angular

dependence). For the current work, we modified the NEB SD
routines in CHARMM to uncouple these degrees of freedom
and minimize each independently. This resulted in significant
improvements in minimizing a NEB path with SD. For example,
comparing the 750 ABNR and 750 SD minimizations, it is clear
that the SD result is closer to the RPATh+RESD result and to
the previously published work of Bruice and co-workers. For
example, the NEB paths minimized with 1000 and 750 steps
of SD both yielded rmsd’s of 0.02 Å compared to the “gold
standard”; however, the NEB path that was minimized with a
combination of 500 SD steps followed by 500 ABNR steps
resulted in a slightly lower rmsd and a∆Eq in better agreement
with RPATh+RESD. In addition, we examined the NEB rmsd’s
compared to ab initio QM/MM results and again found that the
500 SD+ 500 ABNR is in similar agreement to the RPATh
results, rmsd) 0.06, 0.04, and 0.03 for HF, B3LYP, and MP2
QM/MM, respectively.

At first, this may appear to be a failing of NEB with ABNR,
but it is more likely that the ABNR procedure, which involves
numerous projections and approximated Hessian matrices in a
subspace, is adversely effected by these approximations and
possibly the noise associated with more approximate semi-
empirical levels of theory. Clearly, this needs to be investigated
further employing both semiempirical and ab initio QM levels

Figure 2. Active site amino acid residues of chorismate mutase showing the transition structure for the interconversion of chorismate to prephenate.
Labeled atoms were double-mass-weighted in all RPATh and NEB calculations.
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of theory. However, this is an ongoing area of research, and
the current work will serve as a guide and benchmark for future
studies.

Another interesting result is that the stationary point at the
chorismate mutase barrier appears to be relatively flat. For
example, changes in either the RPATh- or NEB-minimized
transition states of 0.1 Å in either or both key bonds (the one
being made, and/or the one being broken) has a negligible effect
on ∆Eq. This is not an artifact of the methods being used to
examine the reactions paths, as two-dimensional energy surfaces,
mapped out at the SCC-DFTB level, confirm these results.1

In general, both NEB and RPATh appear to converge at
nearly the same rate; however, the path to convergence appears
to be different. In the case of RPATh, the ABNR minimizer
alone appears to give very good results and is essentially
converged after 750 steps of minimization. On the other hand,
the NEB method appears to be a bit more fickle than RPATh,
a behavior that has been noted in the past when using the ABNR
minimizer,71 but nonetheless appears to converge when using a
combination of SD and ABNR minimizations. Also of interest
is the fact that the NEB ABNR minimizations are nearly double
the cost of the RPATh minimizations (even at the same level
of theory). This is due to the projections that occur in the NEB
and ABNR routines to improve pathway description and
improve the target function of the NEB. This performance issue
is, of course, not the case when using NEB to perform ab initio
QM/MM pathway calculations, as the cost of the projections,
which are a larger part of the total computational time when
running fast semiempirical levels of theory, is dwarfed by the

ab initio QM portion of the job. Overall, the pathway mapping
results are somewhat unexpected, as tight binding DFT mirrored
the MP2 QM/MM results more closely than B3LYP, which is
actually a basis for the development of SCC-DFTB. More
detailed benchmarking studies of SCC-DFTB in comparison to
MP2 and pure, gradient-corrected, and meta DFT functionals
are clearly needed and will be addressed in the future.

4. Concluding Remarks

The current work introduces a rapid, new first-order procedure
for locating transition states within a hybrid quantum mechan-
ical/molecular mechanical framework and the extension of
CHARMM’s replica path and nudged elastic band methods to
employ SCC-DFTB wave functions in pure QM and hybrid QM/
MM reaction path calculations. The new procedure (RPATh+
RESD), which combines RPATh with the reaction coordinate
driving technique via CHARMM’s RESDistance facility, helps
to eliminate two key weaknesses of the standard RCD approach.
Using the RPATh+RESD technique, we examined the Claisen
rearrangement catalyzed by chorismate mutase and were able
to locate the transition state very efficiently and compare this
to results from previous studies. We found that the barrier
computed at the SCC-DFTB QM/MM RPATh+RESD level of
theory agreed well with a full-energy surface mapped out by
Bruice and co-workers.

In addition, we compared the SCC-DFTB geometrical
parameters with those computed at higher levels of QM/MM
theory (i.e., HF, B3LYP, and MP2) and found that SCC-DFTB

Figure 3. Active site amino acid residues of chorismate mutase showing the transition structure (with ARG 63 bound) for the interconversion of
chorismate to prephenate. Labeled atoms were double-mass-weighted in all RPATh and NEB calculations.
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most closely mimics the MP2 results. This analysis consisted
of comparing C1-C9 and C3-O7 geometrical parameters and
performing rmsd calculations on four key active site distances
that are known to stabilize the transition state. It was also
determined that the energy surface at the transition states is quite
flat, as a 0.1 Å change in the two key distances (bond being
made and bond being broken) resulted in virtually no change
in the reaction barrier.

After determining the “gold standard” SCC-DFTB transition
state, computed with the RPATh+RESD procedure, we mapped
the full pathway using both the RPATh and the NEB methods,
again employing SCC-DFTB QM/MM. Running RPATh and
NEB calculations with multiple minimization algorithms allowed
for a detailed methodological comparison and gave us the
opportunity to examine the most effective strategies for studying
reaction paths. In particular, we examined the convergence of
RPATh and NEB reaction barriers to the gold standard result
and noted that both methods converge at approximately the same
rate but may require different approaches to reach that conver-
gence. For example, the RPATh method is able to reproduce
the RPATh+RESD result by employing the adopted basis
Newton-Raphson minimizer alone for as little as 750 steps.
On the other hand, the NEB method appears to need a
combination of the steepest descents minimizer and ABNR for
optimal performance. For example, performing a NEB mini-
mization with 250 steps of SD followed by 500 steps of ABNR
resulted in very good agreement with the gold standard result.
It should be noted that the SD minimizer used in the current
work was modified to uncouple the in-path and off-path degrees
of freedom when being applied to NEB pathways, which
significantly enhanced the performance.

This study not only describes a new method for rapidly
locating transition states in a QM/MM scheme but also lays
the groundwork for further study and improvements to be made
to reaction pathway minimization techniques, an area that has
already attracted much attention. All methods introduced here
were implemented in CHARMM version c34a1 and will be
available in upcoming releases.
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